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ANALYSI S OF HI GHLY CORRELATED ANI MAL PRODUCTI ON VARI ABLES
H JEFFERY*, GT. MKINNEYt, AND J.B. COOMBE?

Summary

Mil tiple regression analysis of data in which the independent variables are
highly correlated frequently results in unstable estimtes of the regression co-
efficients. The consequences of this instability can be that the analysis is of
limted interpretative value and yields an equation which is a poor predictor when
applied to observations other than those used in the anal ysis.

A technique, ridge regression, has recently been proposed to provide nore
stable estimates of nultiple regression coefficients. This technique was conpared
with a stepwise procedure in the analysis of a nunber of sets of sheep metabolism
data. The ridge regression procedure produced nore consistent estimates of the co
efficients and generally resulted in nore accurate prediction equations. It is
concl udﬁed that ridge regression analysis may be of considerable value in agricultural
research.

I. | NTRODUCTI ON

[f a multiple regression equation is determned froma set of independent vari-
ables that are highly correlated the usual |east squares estimates of the partial
regression coefficients so obtained can be unstable (Snedecor and Cochran 1967).
These estimtes are unbiassed, but have a large variance.

Because of this large variance little biological neaning can be given to the
estimates of the coefficients and the regression may be of limted interpretative
value. Further, a predictive equation devel oped fromone set of data will be a poor
predictor when applied to other sets of simlarly obtained data.

Recently a technique called "ridge regression" has been proposed in which, by
the introduction of a small bias into the estimtes of the regression coefficients,
the variance of these coefficients can be greatly reduced (Hoerl and Kennard.1970a,
1970b ) . Ridge regression is aimed at obtaining regression coefficients with low
mean square error, i.e. (bias)2+ variance, rather than maxinising the coefficient
of determination of the regression (r2).

General ly the inportance of different independent variables in a miltiple re-
gression equation cannot be judged by their so called "s coefficients". A sinple
linear transformation of a variable can alter its coefficient but will not change
its inportance. To directly conpare variables it is necessary for themto be reduced
to the same scale of nmeasurenment; this is usually achieved by "standardizing" the
variables, i.e. dividing each observation by its standard deviation. The coeffic-
ients estimated in regressions calculated on standardized variables are terned stand-
ard partial regression coefficients (Snedecor and Cochran 1967), hereafter called a
coefficients.

The theoretical considerations upon which ridge regression has been devel oped
have been explained in detail by Hoerl and Kennard (1970a); a brief description
follows. |f the independent variable correlation matrix is called R and the depend-
ent variable correlation vector is called g, then the least squares estimate, 2, of
the vector of a values is given by
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Ridge estimtes of o, 4% are obtained from the following relation.
G = (R+KD g v v v v v e (2)

where | is the identity matrix and K some non-negative constant. If K= 0 then
equation (2) is identical to equation (1). Hoerl and Kennard (1970a) denonstrated
that as X increases the bias of &* increases but its variance decreases. Thus the

aimof ridge regression is to select a K value which causes a large decrease in vari-
ance of a* without introducing too serious a hias.

This paper demonstrates the use of ridge regression analysis with data obtained
from a sheep netabolism experinent. In particular, the results of the ridge regress-
ion analyses are compared with those obtained by stepwise regression using the "step-
down procedure" (Snedecor and Cochran 1967).

. METHODS
(a) Data and nodel

The data were obtained froman experinent reported by Coonbe, Christian and
Hol gate (1971) i n which seven groups of adult Merino wethers were fed for 16 weeks
on different diets of pelleted oat straw and urea, with or without mineral supple-
nentation. Metabolic studies were conducted on four animals from each group. A
detailed description of the methods used in the experiment can be found in the above
publ i cati on.

Data used in the followi ng anal yses were obtained fromthe 16 sheep whose di et
remai ned unchanged throughout the experiment. The variables used in the analysis were

Y = nitrogen balance (g/sheep/day)
X1 = nitrogen intake (g/sheep/day)
X, = nitrogen digestibility (%)

These variables were selected as nitrogen balance is a difficult variable to
measure and if it could be predicted with reasonable accuracy fromthe nore sinply
measured variables (X and X2) then this could be useful in the evaluation of feeds.
The independent variables chosen are neasured in the deternination of nitrogen bal -
ance and so also is urinary nitrogen loss. Use of the predictive equation would thus
remove the' need to measure urinary nitrogen loss for the estimation of nitrogen balance

Data were fitted to the following statistical nodel with variables being deleted
if they were not significant,

-— vl <
T = By + BiXy + B X, + B Xy + B XS + BX X,

The nodel thus allowed for both curvature and "interaction" by the inclusion of
quadratic terms and the cross product termrespectively.

(b) Anal yses

Twenty-five sets, each of 10 observations, were obtained by randomy removing
the data of six sheep fromthe total of 16 observations. Each of these sets were
anal yzed by both the stepdowm nultiple regression procedure (Snedecor and Cochran
1967), hereafter called the "t-test nethodhd ridge regression techniques.

In the t-test method the variable with the [owest absolute t-value was del eted
fromthe analysis if this value was |ess than 15 A new regression was then cal -
culated and the above procedure repeated until the absolute t-values of all varial
was greater than 1.5. Wth ridge regression anal yses the inportance of different
variabl es was assessed when their values were stabilized and then the |east inportant
variables deleted. Details of this decision algorithmwll be published, in full,
el sewhere (Jeffery and McKinney, unpublished).
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The predictive power of the regressions established within each set of 10
observations was judged by conparing the sum of squared deviations between the
predicted and actual values for the six renmining observations (D2).

[11. RESULTS

The correlations that were found between the different variables for the
total of 16 observations are presented in Table 1. H gh correlations can be seen
to exist between the respective linear and quadratic terns and between the inter-
action termand the linear and quadratic forns of X .

TABLE 1
Sinmple correl ati ons between variables for the full set of data

Variable X, X, Xi xg X %, Y
X; 1.000
X 277 1.000
x? .900 .300 1.000
xg .279 .999 .302 1.000
XX, .983 LLké .980 NIV 1.000
Y .535 .016 .550 .019 .506 1.000

Nei t her technique consistently chose the sane predictive variables. Fina
regressions fromthe ridge nmethod contained at nobst two variables and each coeffic-
ient was stable when K =0 (least squares fit). On three occasions the t-test
nmet hod yi el ded predictive equations in four variables and these regressions were
hi ghly unstable (D2 val ues were 13.6,19.1 and 41.1). On 10 occasions all t-stat-
istics in the regression exceeded 2.00. For these regressions D2 val ues ranged from
2.4 to 165.2 and in 6cases exceeded 10.

The distribution of D2 in Table 2 clearly shows the relatively high probability
of aberrant predictions that resulted fromequations deternmined by the t-test nethod
The maximum D2 obtained with ridge regression was 13.1 whereas 10 regressions sel ect-
ed by the t-test nethod had D2 val ues in excess of 13.1, the naxi num val ue being
165.2.

TABLE 2

Conparison of the frequency distribution of the sum of squared deviations
(D2) between predicted and actual values for the two nethods of analysis

2
D less than 10 to 20 to greater than
Analysis 10 20 30 30
t-test method 10 10 2 3
ridge method 21 L4 0 0

On six occasions equal D2 val ues were obtained by the different nethods, i.e.
identical regressions were calculated. In two cases out of the 25 the D2 from the
t-test nethod was lower than that from the ridge analysisnethod

From Table 3it can be seen that the estimates of the coefficients were nore
consi stent when obtained by the ridge method. For exanple, the ridge estimates of
the coefficient of X varied between .117 and .251 whereas the t-test method esti-

mates ranged from -9.14 to 14.91. Wthin each variable all estimates of the
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coefficients obtained by ridge analysis had the same sign whereas the t-test nethod
estimates were never consistently positive or negative.

TABLE 3
Conparison of the coefficients of variation of the significant
coefficients obtained fromthe two nethods

Method
t-test ridge
Variable
X1 1201 24
X, 682 15
x% 296 17
Xg 559 37
XX, 299 23

V. DI SCUSSI ON

In the exanple considered, ridge regression provided estinates of regression
coefficients that were nore consistent and provided better predictive equations than
did the stepdown procedure. The estinates obtained using ridge techngi ues were also
within a neaningful range; this did not often apply to the t-test estimates. For
example , B1 = 14.91 can have no biological neaning as it suggests that for every g
increase in nitrogen intake the nitrogen balance is increased by 14.91 g. In any
case, the high variability (Table 3) of the t-test estimates could not permt anynore
than a crude interpretation of effects.

The low correl ations between Y and both X2 and X3 may suggest that these vari-
abl es shoul d not be considered in a predictive equation. However, the correlations
between Y and X2 varied from -.66 to .39 in the individual sets of data. Thus it
was by no neans clear that Xp or XE woul d not be inportant predictive variables. In
any case, the existence of a |low correlation between a dependent and independent vari-
abl e does not inply that the independent variable will be of no predictive val ue when
incorporated in a regression with other variables.

The nost significant aspect of the anal yses was the distribution of D2 (Table 2).
Cearly if the intent of regression analysis is to obtain a predictive equation then
a_technique which (a) lowers the average D2, and (b) is unlikely to produce very high
D2 values; is to be preferred. Where the penalty for poor prediction is greatthen
point (b) increases in inportance.

In conclusion, the major aimof this paper is to informresearch workers of a
relatively new analytic technique. W feel that it is useful where reliable, mean-
ingful prediction equations are required fromhighly correlated data. Ridge analysis
is by no neans a panacea, but it is a nmost useful additional analytic-tool.
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